Problem 1 (Detection)

Surprisingly, you have been asked to evaluate the following continuous binary hypothesis testing
scenario during your summer internship. The hypotheses are equally likely, P[Hy] = P[H;].
Under Hy, Y is Gaussian with mean 0 and variance 1. Under Hi, Y is Gaussian with mean
0 and variance 3. The resulting likelihoods are written out and sketched below.
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(a) Compute P[Y? < 1|Hy].
(You may leave your answer in terms of the standard normal CDF &(z).)

(b) Compute P[Y?].
(You may leave your answer in terms of the standard normal CDF &(z).)

(c) Evaluate the log-likelihood ratio In(L(y)).

(d) Calculate the probability of error for the ML rule.
(You may leave your answer in terms of the standard normal CDF ®(z).)



Problem 2 (Estimation)

On the second day of your increasingly strange summer internship, you are asked to construct
estimators for jointly Gaussian random variables.

(a) Let X and Y7 be jointly Gaussian random variables with the following parameters:
E[X] = -2, E[Y7] =0, Var[X] =3, Var[l;] =4, Cov[X, Y]] =2.
Determine the MMSE estimator of X given Y] =y .

(b) Calculate the mean-squared error of the MMSE estimator.

(¢) You are now given an additional observation Ys satisfying E[Ys] = 0, Var[Ys] = 1,
Cov[X,Y3] =1, Cov[Yy,Y2] = 0. You may assume that X, Y7, and Y5 are jointly Gaus-
i

sian. Let Y = [Yg .

Write down the cross-covariance matrix X yy and the covariance

matrix Xy .

(d) Determine the vector LLSE estimator Zrrsg(y).



Problem 3 (Sums of Random Variables)

Let Xi,...,Xj0 be iid. continuous Uniform (2,5) random variables. After your lunch break,
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you are tasked to compute ssome quantities related to Y = Z 2X;.
i=1

(a) Calculate P[X; >4, Xy >3, X3 <A4].
(b) Compute the mean and variance of Y .

(c) Approximate PHY - E[Y]’ > 9] using the Central Limit Theorem.



Problem 4 (Statistics) 15 points

Your friend claims to have a trick coin that comes up as heads more often than tails. You flip
the coin 100 times where X; is 0 if the ¢*® flip is tails and 1 if it is heads. You may assume
that the X; are independent of one another. You propose the following null hypothesis: the coin
is actually fair, meaning that heads and tails are equally likely and each X; is Bernoulli(1/2).

100
(a) Under the null hypothesis, what kind of random variable is ¥ = ZXi ? (Don’t forget the
i=1
parameters.)

(b) Say you observe a total of 39 heads. Write down a sum corresponding to the exact proba-
100

bility that Y = Z X; is less than or equal to 39 under the null hypothesis. (You do not
i=1
need to calculate a numerical value for this sum.)

100
(¢) For 100 coin flips, it is reasonable to approximate the sum Y = Z X; as Gaussian. Should

i=1
we reject the the null hypothesis with significance level 0.057 Show your work for full credit.
You may find one of the following values useful.
o $(-1.3)=0.1
®(—1.6) =0.05
e $(—2.0) =0.025



Problem 5 (Machine Learning)

In this problem, you will work through the process of constructing and evaluating an LDA
binary classifier by hand. (All of the values below were carefully chosen to make the calculations
easy since MATLAB and other computing software is not allowed.) You have been given the
following 1-dimensional training and test datasets:
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Xtrain = 0 Xtrain = 1 Xtest = |:_3] Xtest = [_1:|
—2 -1

(a) Compute the sample means fi; and fi— as well as the sample covariance matrix 32, which
in this 1-dimensional setting is just a sample variance (and could be denoted by &% instead
if you wish). Show your work for full credit.

(b) Work out the LDA classifier. Try to simplify the expression as much as you can. Show your
work for full credit.

(¢) Apply your classifier to the datasets in order to calculate the training and test error rates.
Show your work for full credit.



Problem 6 (Markov Chains)

Your last task at your summer internship is to evaluate the following Markov chain
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Px, (1) 0
Throughout the problem, you may assume that p, = | Px,(2)| = [2/3
Px,(3) 1/3

(a) Determine p, .
(b) Calculate the probability that X; = 2 given that Xy =1.

(c) Does a unique limiting state probability vector = exist? If so, argue why and solve for it.
If not, argue why.



